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What is Knowledge?

 Verified belief, opinion, and practical skills (such as playing guitar)
* How to classify knowledge?
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Large Language Model (implicit knowledge)

Highlight: Strong associative reasoning ability, able to engage in dialogue, automatically generate text and code, and

multitask everything, shifting Al from "behind the scenes" to “spotlights®.

Step1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

Alabeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.
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Step 2

Collect comparison data and
train a reward model.

A prompt and :.':-,
several model Explain reinforcament
outputs are learning to a6 year old,
sampled.

Alabeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.
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Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is A
sampled from Wirite & story
the dataset. Eooltohor=
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The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.



Speedup the Construction of Knowledge Graphs

e Contain more knowledge than people previously expect
* Reduce the need of training data for the knowledge extraction task

Language Models as Knowledge Bases?

(Meta, EMNLP2019)
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“Dante was born in [MAsk].”
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Are Visual-Linguistic Models Commonsense Knowledge Bases?

(ICCL 2022)

(mouse, /r/AtLocation, attic)
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Selecting Negative Examples

Bad Negatives
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Good Negatives
(pond, /r/AtLocation, beach)

(lizard, /r/AtLocation, forest)




Generative Search Engine

B Microsoft Bing Q, SEARCH £ cHAT
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Welcome to the new Bing Prometheus

Your Al-powered answer engine

Bing
Orchestrator
@ Ask complex questions @ Get better answers &) Get creative inspiration
"What are some meals | can make for m
: o "What are the pros and cons of the top 3 “Write a haiku about crocodiles in outer
picky toddler who only eats orange-colored + i User query &
selling pet vacuums? space in the voice of a pirate q y Chat answer
food?" i
conversation context

Let's learn together. Bing is powered by Al, so surprises and mistakes are possible. Bing Index,
Make sure to check the facts, and share feedback so we can learn and improve! Ranking &
Answers

Terms of Use ~ Privacy Statement K_/

Internal queries

Bing results

Got it, I've erased the past and focused on the present. What shall we discover now?

@ [ Show me inspirational quotes J [ How can | create a budget? ] [ Show me recipes ]

9 =) Askme anything...



Today’s Session: Two Technologies to Revolutionise NLP/KC

* Quantum NLP
e Large Language Models

Hybrid Recurrent Architectures for Quantum-Classical NLP

Going beyond the benefits of scale by reasoning about data

Inference in the time of GPT

Nonparametric Language Models: Trading Data for Parameters
(and Compute) in Large Language Models




Round Table Discussion: Large Language Models

Mark Steedman Edward Grefenstette Luke Zettlemoyer Edoardo Ponti Steve Clark
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