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Large-Scale 
Models



https://jalammar.github.io/how-gpt3-works-visualizations-animations/

From Language Models such as Open AI GPT3

Created by: Mckay Wrigley 



https://github.com/features/copilot/

with Applications: (1) Programming with OpenAI Codex 



https://ai.googleblog.com/2022/06/minerva-solving-quantitative-reasoning.html

with Applications: (2) Solving Mathematical Questions with Google Minerva



To Text-to-Image Models (1) such as Google Imagen



https://openai.com/dall-e-2/

To Text-to-Image Models (2) such as Open AI DALL-E-2 



Inspired by progress in large-scale 
language modelling, DeepMind 

applied a similar approach towards 
building a single generalist agent 
beyond the realm of text outputs. 

Gato works as a multi-modal, multi-
task, multi-embodiment generalist 
policy. The same network with the 

same weights can play Atari, caption 
images, chat, stack blocks with a 
real robot arm and much more, 
deciding based on its context 

whether to output text, joint torques, 
button presses, or other tokens.

https://www.deepmind.com/publications/a-generalist-agent

And Towards Generalist Models such as DeepMind Gato



Compute Trends Across Three Eras of Machine Learning. Jaime Sevilla. 
https://ar5iv.labs.arxiv.org/html/2202.05924

AI Training runs, estimated computed resources used,
Floating-point operations, selected systems, by type, log scale

All are Great 
Examples of what can 
be achieved by larger 

and larger models



Training 
Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level features to 
high-level features

They are Artificial Neural Network Powered-Models with different flavors

https://www.asimovinstitute.org/neural-network-zoo/
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Limitations



Training 
Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level features to 
high-level features

They are Artificial Neural Network Powered-Models with:

No mechanisms beyond fine-tuning for:
• Modularization / Atomization
• Discovery
• Search
• Extraction
• Adaptation
• Composition
• Re-purpose of the models parts

Mainly because such models have:
• Spurious correlation
• No explicit semantics encoded
• No causal relations enforced 

Strong need for 
causality-

/ explanation-first models
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Towards Knowledge 
Extraction and Search



Saliency Maps | Super-Pixels

• [Interaction] No human interaction

• [Construction] Purely architecture / gradient based

• [Validation] Qualitative | Highly subjective 

• [Knowledge] None is required

Julius Adebayo, Justin 
Gilmer, Michael Muelly, Ian 
J. Goodfellow, Moritz Hardt, 
Been Kim: Sanity Checks for 
Saliency Maps. NeurIPS
2018: 9525-9536https://captum.ai/

https://captum.ai/


Feature Visualization

• [Interaction] No human interaction

• [Construction] Neuron activation | Content-based

• [Validation] Qualitative | ML Developer focus

• [Knowledge] Implicitly

https://microscope.openai.com/models

https://distill.pub/2020/circuits/zoom-in/

CLIP 
Resent 50

Layer 4

Unit 55

Unit 118
Resnet 50 v2

Block4/unit_3/add

Unit 546

Unit 562

https://microscope.openai.com/models
https://distill.pub/2020/circuits/zoom-in/


Chih-Kuan Yeh, Been Kim, Sercan Ömer Arik, Chun-Liang Li, Tomas 
Pfister, Pradeep Ravikumar:On Completeness-aware Concept-

Based Explanations in Deep Neural Networks. NeurIPS 2020

ConceptSHAP

Amirata Ghorbani, James Wexler, James Y. 
Zou, Been Kim:Towards Automatic 

Concept-based Explanations. NeurIPS
2019: 9273-9282

ACE

Concept Annotation | Towards Semantics

• [Interaction] No human interaction

• [Construction] Ablation

• [Validation] Quantitative (wrt
Precision)

• [Knowledge] Implicitly



Network Dissection | Neurons Composition

• [Interaction] No human interaction

• [Construction] Concept-firing

• [Validation] Qualitative and 
quantitative (wrt IoU)

• [Knowledge] Implicitly

Jesse Mu, Jacob Andreas: Compositional Explanations of Neurons. NeurIPS 2020

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, Antonio 
Torralba: Network Dissection: Quantifying Interpretability 
of Deep Visual Representations. CVPR 2017: 3319-3327



On Boosting Neural Networks 
Interpretation with Graphs
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How Does 
it 

Work 
in Practice?



State of the Art 
Machine Learning
Applied to Critical 

Systems



Object (Obstacle) 
Detection Task



Lumbermill - .59

Object (Obstacle) 
Detection Task State-
of-the-art ML Result



Lumbermill - .59

Object (Obstacle) 
Detection Task State-
of-the-art ML Result

Boulder - .09

Railway - .11



State of the Art 
XAI 

Applied to Critical 
Systems



Lumbermill - .59

Object (Obstacle) 
Detection Task 

State-of-the-art XAI
Result



Lumbermill - .59

Object (Obstacle) 
Detection Task 

State-of-the-art XAI
Result



Lumbermill - .59

Object (Obstacle) 
Detection Task 

State-of-the-art XAI
Result



Unfortunately, this is of 
NO use for a human 
behind the system



Let’s stay back

Why this Explanation? 
(meta explanation)



Object (Obstacle) 
Detection Task State-

of-the-art Result

Lumbermill - .59

After Human Reasoning…



Lumbermill - .59

What is missing?



Lumbermill - .59

Boulder - .09

Railway - .11

Context 
matters



• Hardware: High performance, scalable, generic (to different 
FGPA family) & portable CNN dedicated programmable
processor implemented on an FPGA for real-time embedded 
inference

• Software: Knowledge graph extension of object detection

Transitionin
g

This is an Obstacle: Boulder obstructing the train: 
XG142-R on Rail_Track from City: Cannes to City: 
Marseille at Location: Tunnel VIX due to Landslide



XAI Thales
Platform

• Higher accuracy with no intensive fine-tuning
• Human interpretable explanation
• Running on the edge at inference time



Tunnel - .74

Boulder - .81

Railway - .90

Rail 
Trac

k
Boulder

Trai
n

operatin
g

on

Obstacle

Tunne
l

obstructing

Landslide



Freddy Lécué, Jiaoyan Chen, Jeff Z. Pan, 
Huajun Chen: Augmenting Transfer 
Learning with Semantic Reasoning. IJCAI 
2019: 1779-1785

Freddy Lécué, Tanguy Pommellet: Feeding 
Machine Learning with Knowledge Graphs 
for Explainable Object Detection. ISWC 
Satellites 2019: 277-280

Freddy Lécué, Baptiste Abeloos, Jonathan 
Anctil, Manuel Bergeron, Damien Dalla-
Rosa, Simon Corbeil-Letourneau, Florian 
Martet, Tanguy Pommellet, Laura Salvan, 
Simon Veilleux, Maryam Ziaeefard: Thales 
XAI Platform: Adaptable Explanation of 
Machine Learning Systems - A Knowledge 
Graphs Perspective. ISWC Satellites 2019: 
315-316

Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, Ian 
Horrocks, Huajun Chen: Knowledge-Based 
Transfer Learning Explanation. KR 2018: 
349-358

Knowledge Graph in Machine Learning - An Implementation



On Interpretating Visual 
Question Answering Results 

with Graphs
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What is Visual Question Answering (VQA)?

The objective of a VQA model combines visual and textual features in 
order to answer questions grounded in an image.



State of the Art in Visual Question Answering

Most approaches combine Convolutional Neural Networks (CNN) 
with Recurrent Neural Networks (RNN) to learn a mapping directly 

from input images (vision) and questions to answers (language)



Major breakthrough in VQA (models and real-image dataset)



But they have limitations:

• Answers are required to be in the image
• Knowledge is limited

Therefore some questions cannot be correctly 
answered as some level of (basic) reasoning is 

required.



State of the Art in Visual Question Answering + Graph

Most approaches aims at extending VQA Neural 
Network architectures with knowledge graphs in 

different ways

Search-based (MAVEx)
https://arxiv.org/pdf/2103.12248.pdf https://arxiv.org/pdf/2012.11014.pdf

Graph-Embedding-based (KRISP)
https://aclanthology.org/2020.findings-emnlp.44/

Graph-Fusion-based (ConceptBERT)



Major breakthrough in OKVQA (models and real-image dataset)

OKVQA1, 1.1

2020

ConceptBERT (EMNLP)
KRISP
MAVEx



But they ALSO have limitations:

• No explanation

Therefore no insight on how the solutions 
have any semantic relations to the questions 

and image



eXplainable Visual Question Answering using Knowledge Graphs (1)

• How to retrieve explanations of a 
VQA model during inference?

• How to expose articulated 
knowledge (i.e., composition of 
knowledge graph triples) to 
explain how an answer is related 
to the question, objects of the 
images and concepts?

Core Question:



eXplainable Visual Question Answering using Knowledge Graphs (2)

Fact Retrieval Module

We perform text retrieval on facts from ConceptNet to 
collect relevant OK related to each question-image pair

1) Bi-Encoder Phrase Ranking to compute query agnostic 
fact phrase embeddings

2) Refined Cross-Encoder Phrase Ranking for each model

VQA Module

A parallel stream architecture with a vision language module 
along with a BERT-base textual question answering module

1) Capturing image and text data into dense semantically-
rich representations, 

2) Aligning these representations from different 
modalities,

3) Enriching them with outside knowledge

Approach



eXplainable Visual Question Answering using Knowledge Graphs (3)
Quantitative Results



eXplainable Visual Question Answering using Knowledge Graphs (4)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (5)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (6)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (7)
Lessons Learnt

• Retrieving explanations of a VQA model during inference is a complex task

• Exposing articulated knowledge (i.e., composition of knowledge graph 
triples) to explain how an answer is related to the question, objects of the 
images and concepts is highly depending on relevant retrieved knowledge

• High potential for improvement



▌ Context

Explainability and interpretability play an important role for adopting 
deep neural networks in critical systems 

State-of-the-art systems focus on correlation rather than causal 
mechanisms

▌ Goal

Computing causal graph to extract causal explanations 

▌ Approach

Hybrid AI: 

- Deep Neural Networks 

- Abduction mechanisms 

▌ Thales DIS

▌ Results

Towards Causal Explanations

Causal Analysis 
of LeNet on MNIST
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Conclusion



Network Dissection
Neurons Composition

Causal Relations

Saliency Maps
Super-Pixels

Knowledge Graph as
Semantic Glue for 
XAI in Deep Neural 

Networks

Concept Annotation | Semantics



Thanks! Questions?

● Feedback most welcome :-)

○ freddy.lecue@inria.fr (@freddylecue)

○ freddy.lecue@thalesgroup.com

● Slides: https://tinyurl.com/2p83nt59

5555
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