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Computational science : the “classical” quite predict evolution.

• End of the Moore law
• Network on chip : all cores of one processor don’t share memories
• More acellerators (gpu, amd, matrix2000, ….)
• High hierachical architecture
• Cluster-Cloud for HPC
• More complex pogramming paradigms, resilience (fault tolerence), energy consumption
• CSR, ELLPACK compressed format, C++, 64IEEE  bit-arithmetic, Ax for iterative methods.

BigData (Data science)

• Data centers and clouds are deployed worldwide and become more importants than supercomputer centers
• Data are so larges that we may do science without any modelization, for some applications
• MapReduce is also used by linear scientific methods: matrices, mesches and others, saw as sets of data
• Energy consumption, security
• COO, Python, Spark, HDFS, Integers, pixels, other data, 16-32 bit-arithmetic, AB for linear algebra

Machine-Learning, AI

• Tensors (multi-dimensional arrays), Graphs
• Pyhton, Pytorch, TensorFlow, API, 16-32 bit-arithmetic.
• Result of the convergence of computational and data worlds
• Ecosystem still to be defined
• New hardware for AI (Tensor Processing Unit (TPU),….) 
• Scientific problems saw as a “game” or an “learning process”.

HPC and BigData convergence towards machine learning and AI : new scientific frontiers, and challenges
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Probably on the 2020s

Introduction



On the list as China don’t give anymore 
information, but they probably have at least 2 
exscale machines.

Cerebras propose an exascale machine (but 
wihout 64 bit arithmetic, not TOP500-LU 
benchmarck).

TOP500 
”June 2023” 
list, 
LINPACK-LU

64 bits 
arithmetic. 

AMD accelerator

ARM SVE, no accelerators
6D hypercube network

Nvidia accelerator

China, former #1,

“old” data

x >2

x approx. 4

x approx. 5

An Exascale Heterogenous World?
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Up to approximatly 9 millions of cores,  
distributed along many racks : 
distributed and paralel programming, 
graph of tasks to be scheduled (with I/O 
and communciation optilization)



HPCG, “June” 2023

Iterative méthod. Preconditionned Conjugate Gradient

64 bit arithmetic.

27 Band matrices

2013

First list: 2017

It is a more realistic benchmark, with “sparse-regular” matrices

Having reduction operation (scalar products)

#1 : Fugaku, since several semesters. “Just” 16 Petaflops 

If we have sparse matrices with irregular patterns, the 

performance would be around 1 Petaflops (1000 time less that 

the top500 #1), reaching just 1 Petaflop (see slides on experients 

on Fugaku)

0,016 Exa

0,014 Exa

0,003 Exa

Stil structured
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Thianhe would have simular performance than Fugaku, 
but sunway would have smaller efficiencies (extrapolated from 
former experiments).



TOP500 over the years

Asymptote?
Not enough
efficient parallel
progamming?

?
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We have another level 
of programming, inside the 
ship. As Network on chip 
lead to distributed and 
parallel programming.

Example : hybrid 
programming MPI and 
OpenMP for several 
interconnected sets of cores 
wihout unique shared 
memories.

The slope of the curb was higher than 
the Moore law one, because the 
parallelism added an extra speedup.

Now we have ”just” this acceleration 
as the processor frequencies don’t 
increase anymore.
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Exascale supercomputers are now availables 
• Frontiers,…
• Sunway,…
• Cerebras,…

Nevertheless, the target applications used different arithmetics and programming paradigms, and 
only a few aplications reach the exascale (HPCG : 16 Pflops, Fugaku)

Machine learning and AI applications are now requiring exascale machines, which were not first 
designed for them. A priori, new machines and processors (and the next generation of post-
exascale machines) are (would) be targeting “mainly” these applications.

The requiered arithmetic, data structures, linear algebra are often diferents.

The most expensive (time, energy) are the data migrations and communications, especially the I/O : 
Distributed and Parallel computing where the data are stored (HPC on Cloud or on DataCenter), or 
generation of the data in Parallel.

Back to
•  “true” data parallelism (history : Connection Machines): Cerebras
•  data flow programing  (history : the Arwind MIT data flow machine): SambaNova

We have to experiments on ”new” methods and propose the generation of  “brain-scale” data
sets (graphs-matrices) for computational science and machine learning applications.

New programming paradigms have to be proposed and evaluated
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Sunway

Larger number of nodes
(task programming)

Network on chip :
Distributed and data parallelism

High hiearachy of execution models, which lead to several 
programming paradims for a given method : graph of tasks, 
PGAS, data parallel

Experiments on Fugaku : 
• 1 MPI “task” per chip (1 openMP per chip + SVE)
• 4 MPI  “tasks” per chip  ( 1 openMP per CMG + SVE)

For sparse matrices

4 CMGs, SVE

1 - Network on Chip 
and irregular “local” communications 

4 x 12 cores

9
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Sparse matrix  : q-Perturbed, or from MatrixMarket

Starting from a C diagonal matrix (C ”main” diagonals), we randomly perturb the pattern

We randomly select some non zero elements of the diagonals with a probability q, and we 
”send’ the selected elements to a random column of their row

Remark : the distance to the diagonal is important for the distance of the communciations
between cores

Q = 0.05 Q = 0.5 Q = 0.9

10
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1 Fugaku node

q

q

Collaboration avec RIKEN-Kobe



June 1st, 2023

SCOO : COO, but elements of a given row are together on the same node

OpenMPs
Inside each
CMG

OpenMP
2 CMG

MPI 2 nodes

Ax, matrix NLPKKT120 (N = 3 542 400, NNZ = 96 845 792) 

Best result :  ELLPACK, 145.5 Gflops, 1 OpenMP per core
                       CSR , 142.2 Gflops, 1 OpenMp per 4 cores
                       SCOO, 13 Gflops,  MPI 2 nodes
                       COO, 27.4 Gflops, MPI 2 nodes

12

1 or 2 Fugaku nodes
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A(Ax+x), matrix NLPKKT120

Best result :  ELLPACK, 36,1 Gflops, 1 OpenMp per node
                       CSR , 35.8 Gflops, 1 OpenMp per node
                       SCOO, 8 Gflops, 1 openMP per CMG
                       COO, 3.4 Gflops, 1 openMP per node

13
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q

When the pattern is
highly irreguar, 1 
openMP per CMG is 
better

ELLPACK

Ax
N = 8 OOO OOO
C =100

14

qA(Ax+x)
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N = 4000 000 (random pattern!!!)
The number of non zero elements per
core is the same, as the size of the 
matrix. The NNZ of each row of  the 
matrices increases with respect to the 
number of nodes.

4 x MPI per chip (1 per CMG) and OpenMP on CMG
versus

1 x MPI per chip and OpenMP on each node

When the matrix pattern is really iregular 
and/or random, we have to consider 
distributed computing inside each node

The compiler did’nt success to optimize such computation for the VSE

CSR and ELLPACK better than SCOO
 

PageRank on Fugaju 
IEEE ICCS 2022

15

NNZ per row , on each node : 50



June 1st, 2023

The number of non-zero elements 
on each node is larger

The ratio 1 MPI per node / 1 MPI per CMG increases, for a random pattern
(i.e. really irregular communications between the CMG)  

16

NNZ per row , on each node : 100
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Extrapolation : close
to 1 Pflop on Fugaku?

Compare to 16 Pflops 
for HPCG (diagonals)
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2 - Graph of Task programming
Other new level on programming : graph of task programming

Out A
Out B

Out C
In A,B,C

YML: We need both control flows and data flows
-> data migration anticipation and data persistence

18

CONDOR (U. of Wisconsin)
Parsec (ONRL)
Pegasus (USC)
HPX (Louisian U.)
Legion (Stanford)
Regent (Stanford)
TensorFlow
…
and YML (CNRS)

If the granularity of the tasks is 
too small, the scheduling time is 
too large compared to the 
computing time of each task.



Main properties :

• High level graph description language (coordination/control language) – LL(1) grammar
• Independent of Middleware, hardware and libraries 
• A backend for each systems or middleware (then platforms or 

supercomputers/hypercomputers) : Xtremweb(P2P), OmniRPC, Xtremweb-OmniRPC
• Expertise may be proposed by end-users
• May use existing components / thought eventualy libraries

Deployed in France, Belgium, Ireland, Japan (K, T2K-Tsukuba, FX10-AICS)
China (Hohai, Najing), Tunisia, USA (Hooper-LBNL, TOTAL-Houston). 
Experiment on P2P or GRID platforms : Grid (Gird5000) and P2P (100 PCs in Lille, 
100 PC in France, and 4 clusters in Japan, launch from a SC INRIA booth

YML (since 2000 at CNRS)
(opensource, Cecil Licence)

Collaborations with Nahid Emad, Miwako Tsuji, Maxime Hugues,
Laurent Choy, Jérôme Gurhem, Mitsuhisa Sato,  et al

experimented on supercomputers, grids and P2P worldwide platforms
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Graph (n dimensions)
of  components/tasksYML

Begin node
End node
Graph node

Dependence

par
compute tache1(..);
notify(e1);

//
compute tache2(..); migrate matrix(..);
notify(e2);

//
wait(e1 and e2);
Par (i :=1;n) do

par
compute tache3(..);

notify(e3(i));
//
if(I < n)then

wait(e3(i+1));
compute tache4(..);
notify(e4);

endif;
//
compute tache5(..); control robot(..);
notify(e5); visualize mesh(…) ;
end par

end do par
//

wait(e3(2:n) and e4 and e5);
compute tache6(..);

…/...
end par

Generic component node
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Multi-Level Parallelism Integration: 
YML-XMP

<TASK 2> <TASK 3> <TASK 4>

<TASK 5> <TASK 6>

<TASK 1>

<TASK 7>

NODE NODE NODE

NODE NODE NODE

for(i=0;i<n;i++){
for(j=0;j<n;j++){

tmp[i][j]=0.0;
#pragma xmp loop (k) on t(k)

for(k=0;k<n;k++){
tmp[i][j]+=(m1[i][k]*m2[k][j]);

}}}
#pragma xmp reduction (+:tmp)

Each task is a parallel program over several nodes.
XMP language can be used to descript parallel program easily!

YML provides a workflow programming 
environment  and high level graph description 
language called YvetteML

OpenMP
GPGPU

etc... 

N dimension graphs available

YML/XMP/StarPu expriments on T2K in Japan, French-Japanese project FP3C
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XMP is a PGAS
Language 
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GJ to solve a linear system
Jerome Gurhem’s PhD thesis

P=4

22
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Block Linear Systems (Dense matrices)

We may compare with MPI or others but the most interesting to 
evaluate YML in these eexperiments is to compare YML-XMP 
with XMP alone

K computer, 8000 nodes

23

Collaboration avec TOTAL-Pau et Houston



Miwako TSUJI, RIKEN/AICS 
June 1st, 2023

X X8 x 8
512 1024

24

GJ to invert a dense matrix
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ParSoc22, proceedings of IPDPS22

1 - Minimizing the number of operations

Based on the optimisation of the number of operations for stochastic matrix by a vector products 

26

It is important to study 
the methods. Using 
API and librairies 
without 
understanding the 
methods are not 
enough.

==> multidisciplinary 
teams



simple
restart

starting vector

projection

QR+ iter. Inv.

Ritz elements
computation

residual norms,
stopping test

hybrid
restart

send to SM

send

receive

Tcomm a

send

receive

simple
restart

starting vector

projection

QR+ iter. Inv.

Ritz elements
computation

residual norms,
stopping test

hybrid
restart

send to SM

Tcomm b

TC a TC b

INTRINSEQULY FAULT TOLERANT

Distributed and parallel 
computing 
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Different restart strategies

Different first initial guess 
and restart strategies

Different mi and qi

Asynchronous communication

2 - Unite and Conquer (asynchronous computation to minimize the number of iterations)

27



MERAM, since 1993

1993 : network of one CM200 and one CM5 and a few SUN workstation

Guy Edj
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U&C Restarded methods
Linear combinaison of 
Ritz values and diferent 
restart strategies 

Guy Edjlali PhD thesis, 1994
France Boillod-Cerneux PhD thesis, 2014

Machine Learning 

Ensemble method : diferent 
Neural networks in parallel +
optimization 

Reiforcement Learning + ensembles for 
smart grids (with TOTAL).

Pierrick Pochelu PhD thesis, 2022

Projections on alternated 
“Identical” subspaces



Experiments on Grid’5000

Convergence of MERAM for matrix 490000 with different number of co-methods
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Experiments on several supercomputers : Maspar, IBM SP series, 
Hooper (Berkeley), P2P platforms (using YML),…

2016

U&C MIRAM, CuSparse
Alexandre Feder, collaboration avec Nvida Santa Clara



Bull institut

ERAM restarting strategies mix

LaRes Res

Default

Initial Restarting Strategy : DEFAULT 

4 eigenpairs, 
m=15, CGSr
Bayer04 Matrix 
- N=20545
- nnz=85537
- 1 Intel i5-2430M

54 Restarts

Bayer04 Matrix

LaRes Def

May, 30th, 2023 30

France Boillod-Cerneux PhD

Collaboration with CEA Saclay



Asynchronous Iterative Restarted Methods
Collaboration with He Haiwu and Guy Bergère (U. Lille 1, CNRS)
and Ye Zhang (Hohai Univ. Nanjing, China) , Salim Nahi (Maison de la simulation, Saclay),
and Pierre-Yves Aquilenti (TOTAL Pau and Houston), Takahiro Katagari,5U. Tokyo), 
Xinzhe Wu (CNRS, Saclay).
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ERAM,
MERAM on the future

• Haiwu He, Guy Bergère, and Serge Petiton, Computational Math. Appl., 2006
• Ye Zhang, Guy Bergère, and Serge Petiton, LNCS, Springer Verlag, 2008
• .../...  

31

To solve a linear system, we 
asynchronously compute the 
eigenvalues to accelerate the 
convergence, using a least square 
polynomial acceleration. 

U@C GMRES-LS/ERAM(UCGLE) method
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It is a fault tolerent method, as U&C MERAM



May, 30th, 2023 Bull institut
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Results : Industrial Case 
Collaboration with TotalEnergies

number of unknown = (119 x 119 x 115), 3Hz, m=10

33

Smart tunning of hyperparameters (subspace size, number or vectors orthogonalized)
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On Thianhe 2

U&C and ensemble methods are well-adapted for distributed and parallel computing
They are well-adpated to YML-XMP like programming
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May, 30th, 2023 Bull institut

ScalA17, SC17

36

Collaboration avec
 Nvidia Santa Clara
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Graph Convolutional Network (GCN)

37

Let A be the adjacency matrix of a given graph (V, E), with N nodes. A is a N x N sparse matrix.

Let Di,i=   ∑j=1,N Ai,j be the degree matrix (D a main diagonal N x N matrix).

The un-normalized Laplacian matrix of the graph (V, E) Graph is L = D – A 

Let D1/2 (resp. D-1/2) be the diagonal matrix with the (resp. inverse of the) square root of the elements of D

LN= D-1/2 L D-1/2 = I - D-1/2 A D-1/2 is a normalized Laplacian matrix

It exists other normalized Laplacian matrices, such as the Random walk normalized Laplacian matrix :
LRW =  I – P, where P = D-1A is the transition matrix of a random walker on the graph. This matrix is normalized.

LN = 

if i equal j and if the degree of the node i=j is not 0 
then 1.

if i is different of j and if the degrees of the node i and the node j are not zero 
then  -1 / sqrt(degree(node i) degree(node j))

else
0
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Laplacian matrix

N

N  C = Fl

h = number of input channels
Very

S
S

A
P    

E
R 

C = Fls=

C = Fl

Sequence of Sparse Dense Dense matrix products, plus softmax and other operators 



We have an important over-smoothing when L increase, associated wit the over-smoothing of powers of the 
Laplacien matrix.

After L steps of H( l +1 ) = s ( Ã H ( l ) W( l ) )

We have H( l +1 ) = s (Ã (s (Ã H ( l-1 ) W( l -1) ))  W( l ) )
= s (Ã (….... s Ã H ( 0 ) W( 0) )…. W( l ) )

We have to control the smoothing.

How to limit this smoothing?

Over-smoothing Over-smoothing : high power calculation of Ã

Edge and/or node droping to limit the over-smoothing

DropEdge method : randomly ”drop” edges
DropNode method : randomly drop nodes

We propose to first rank the nodes
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Collaboration avec Huawei-Paris
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Random selection of ranked data.

We first rank the nodes of the graph, using the 
PageRank method, then, we order the nodes with 
respect to this ranking, and we compute a scan with 
add of the resulting vector. 

Then, we randomly select a real number between 0 
and 1, and we find the node with the closer ranking 
to this value.

The probabilty to be randomly selected is higher 
if the PR ranking is higher.

40
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RankedDrop

PageRank

Sequence of Matrix-vector products
Map/Reduce

41



Encoder 1

X = 
x
1
x
2
.
.

x
n

Encoder 2

Encoder u

Encoder 3

.

.

Decoder 1

Decoder 2

Decoder w

Decoder 3

.

.

Input:  sequence of n words

Output 
Embedding

Positional encoding

Result

Transformer method

Output 
Embedding

Positional 
encoding
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BERT, GPT,..

Matmu
l

s   QKT   V 
√dK

Attention :

Sequence of dense by dense 
rectangular matrix products

Brain scale experiment :

BaGuaLu (China, 1 exascale, mixed 

arithmetic, Sunway – processor, with a 

network on chip)

Proceedings of PPoPP 22

42

Collaboration with Huawei-Paris

Dense case
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QKT 

SoftMa
x

Matmu
l

Mask

Scale 

Line
ar

Line
ar

Line
ar

Q =X WQ K =X WK V =X WV

s   QKT   V 
√dK

Attention for very large sequence 

Normalisation

To stabilize 
the gradient :
division by 
the square root
of d

The initial W are with randome values

Dense by Dense rectangular matrix products (32-16 bits)

If the sequence is large ==> very large dense matrices

So called BigBird matrix

Global tokens
Window tokens
Random tokens 

Sparse non symetrical very
large matrix

16 or 32 bit arithmetic!

Sequence of such computation

Then, we ”sparsify” the matrices

43

Goal : a distributed and parallel transformer algorithm for the “BigBird” transformer method on large 
cluster-supercomputers or clouds, using mixed arithmetics (and YML-PGAS-like programmig paradigms).

Having a computational science approach for this machine learning method using very large data (matrix-
linear algebra, sparse data structure,…)
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given spectrum Generated matrix

n

Directly compute in 
parallel.

Using only the memory 
size to store the final 
matrice! CSR or others 
formats

Generate sparse 
matrices to evalaute 
convergence and other 
properties with respcet 
to the spectrum

1 - Generator of non-Hermitian matrices, from given spectrum

45
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Example 

46
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We are able to give the accuracies
of the eigenvalues of the generated 
matrix compare to the given ones

47
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Github Organisation for hosting all
the generators: SMG2S and BTIDG2
https://github.com/SMG2S

Website: https://smg2s.github.io
3 

Documentation: 
https://smg2s.github.io/files/smg2s-manual.pdf

48

https://github.com/SMG2S
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Spectrum with several clusters
eigen1 : 1 cluster
eigen2 : 2 clusters
eigen3 : 3 clusters

Thianhe 2A

49
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Given and “generated” spectrum
Ritz-Eigenvalues computed by the
ERAM method (into the subspace)

The generator allows to evaluate several behavior of the method with respect to
the spectra

50

Thianhe 2
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Graphs, insipered form the topolgy of the humain brain

• Aprox. 1011 Neurons,
• Up to 10 000 (different) conections,
• Several parts (left, rigth, entiric,…),
• Several feature per neuron.

Graphs (sparse matrices) : several densities of nodes-neurons on each part, and 
several densities of connection from one part to another one (to be set in the future 
from data coming from RMI brain topology researches).

If we add some features to each neuron, we have a data set which may be adapted for 
Graph Convolutional Network analysis, and others approaches 

Size of the data set : 1011 x 104 + 1011  x number of features

It would be very expensive to upload the data (I/O), to experiment
with several hypothesis : we have to generate the data directly in
Parallel without I/O, using sparse adjaceny non-symetric matrices)

It is also a possible to
generate such sparse 
matrices for other kind
of experiments 

As we are speaking about “brain scale”, we generate a graph as close as possible from
the brain structure  (to be updated with data from several researches – Neurospin/CEA) 

2 – Distributed and Parallel Generator of brain-scale graph-matrices

51
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+ features

52
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+ dense rectangular matrix for the features (n * number features) 

Very sparse and large 
non symetrical matrices

The connection inside each 
part, and betwwen 
parts are parmatrized and 
randomly set, for the moment, 
waiting more data.

53
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BTIDG2 github repository:
https://github.com/SMG2S/BTIDG2

BTIDG2 website:
https://smg2s.github.io/BTIDG2/

54

https://github.com/SMG2S/BTIDG2
https://smg2s.github.io/BTIDG2/
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Expriments on GRID5000 (France), JEREDA (Julich), and Fugaku (Kobe) 

We expriment with respect to several paramters :
• The matrix size 
• The number of core
• Grid size and others pameters for the graph-matrices

Using only 256 cores , to generate not too large sparse matrices

ATOS-BULL

Block CSR
NNZ = 3,5 % of N2

Densities
• 0.5% inside each parts
• 5% between parts
Diferent numbers of blocks

55
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JEREDA DC, Julich

Generation

Weak scaling

56



June 1st, 2023 57

GRID5000
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GRID5000

Pagerank : seqence of sparse matrix-vector products + reduction_with_add

GRID5000
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First experiments done by Maxence Vandromme, part of a collaboration with Mitsuhisa Sato a
and Miwako T

59
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Exascale machine are emerging but the convergence of computational science, big data and 
machine leraning-AI to develop new science, with often strong societal impacts, generates a 
complex unstable ecosystem, especially for large size problems. 

Linear algebra (matrix computation, statistic, eigenvalue, projection, optimisation, …) computing 
would still be important, but would target new applications and new scientific communauties.

AI for science versus science for AI : or a new science

If we want to efficiently use the faster supercomputers (including new one developped for AI) for 
very large applications, we have to develop new multidisciplinary teams to create shared 
programming paradigms and new scientific developments (it already exists in some labs)

HPC challenge and new computing frontiers

• Arithmetic : mixed, new normalisations? Convergence evaluation using mixed arithmetic.
• New methods : optimisation of operations, of iterations-epochs (unite&conquer or Neural-

Network ensembles), minimization of communications,
• Hierarchical architecture : cluster-cloud-distributed + parallelism + NOC chips, (accelerated) set 

of cores, 
• Progamming paradigms :  graph of task, PGAS-data parallelism, vectorial
• (Non-Hermitian) Sparse linear algebra : sequence of matrix-vector products, sequence of 

(dynamic) sparse matrix products, eigenvalues
• New applications : “brain scale” bigbird transformer, AI, human brain, …
• Generation of data to expriments, optimisation of I/O and communications
• …..
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https://www.association-aristote.fr/evenements/hpc-challenges-for-new-extreme-scale-applications/

A 4-page report would 
be available by the end 
of June, and a larger 
document would be 
completed by the end of 
the summer. 


